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There is no place where economics and ecosystem science, in particular climate science, are 

more intimately connected than in the IPCC climate scenarios, their Integrated Assessment 

Models (IAMs) and the conclusions derived from them. In official parlance, their results should 

be “policy relevant but not policy prescriptive”. Nonetheless past policy discussions have 

shown that both the climate science part with its scenarios of droughts, floods and storms 

(e.g., IPCC, 2014a), and the economic part with cost calculations and suggestions for efficient 

policy strategies (e.g., IPCC, 2014b) have been influential. In the reports, and in particular in 

IAMs, both are merged, assuming that both disciplines provide adequate descriptions of the 

parts of reality they are in charge of analysing and understanding. But do they? 

 

 

1. Background: dealing with complex systems 

 

Since the early 2000s it is a consensus of climate scientists that the climate system is 

characterised by abrupt change, tipping points, irreversibility and the possibility of multiple 

stable states: it is a complex, dynamically evolving and highly non-linear, self-organising 

system: 

 

 Complexity is characterised by time lags (e.g. the ocean delaying terrestrial warming, 

IPCC, 2013) and positive as well as negative feedback loops. A positive one is less arctic 

summer ice reducing the albedo and thus increasing warming (Kashiwase et al., 2017). In the 

same vein, thawing permafrost is releasing methane, a potent greenhouse gas (Knoblauch et 

al., 2018). A negative one is that increasing CO2 concentration can stimulate plant growth, 

enhancing carbon fixation (Culotta, 1995). Some effects are context dependent, like the 

carbon fixation effect or the global warming contribution of clouds (McCoy et al., 2017).  

 

 The evolution of the system has been felt with the weakening of the polar vortex (the 

system of circular winds usually keeping polar air in the polar region), resulting in deep-freeze 

conditions in Canada and the USA (Kretschmer et al., 2018). The weakening of the 

thermohaline circulation, a hypothetical shock scenario less than a decade ago (Dima and 

Lohmann, 2010; Spangenberg et al. 2012), is now being observed, and the mechanisms are 

increasingly better understood (Oltmanns et al., 2018). Another example is the now 

irreversible retreat of a huge sector of the West Antarctic Ice Sheet (Showstack, 2014; 

Joughin et al., 2014) – only the speed of melting and with it, the speed of sea level rise is yet 

unknown.  

 

 The dynamic of the system results from the fact that it is never in equilibrium. Driven by 

solar radiation, there is no standstill in the climate system; sudden transitions and bifurcations 

can appear anytime. What is perceived by some observers as an unchanging state and 

interpreted as equilibrium are instead dissipative patterns (Prigogine and Stengers, 1984; 

Lockwood, 2001). While such patterns can be relatively stable, they cannot be characterised 
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as unchanging structures but are in fact maintained by a permanent throughput of matter and 

energy (a candle flame is such a dissipative pattern, and with our body cells replaced in 

months, years or decades, humans can be described as dissipative pattern as well). 

 

So how do climate scientists deal with the challenge of having to make statements about a 

system with inherent uncertainty, i.e. a system with an essentially unpredictable behaviour? 

First of all, they use a wide variety of parameters, software and hardware variations reflecting 

different approaches and mechanism hypotheses, and diverse data sets. Before coming to a 

conclusion, the results of these models have to converge, divergence indicating open 

research questions (Knight et al., 2007). Secondly, climate scientists distinguish the scenarios 

they are developing from predictions, and thirdly they refrain from quantitative statements 

when describing the future; they use ordinal scales instead. Fourthly, they qualify their 

statements by linking each statement (in the summaries for policy makers) with the degree of 

confidence the scientific community places in it, based on published papers. And finally, they 

sometimes test “shock” assumptions, i.e. the result of trajectory-changing singular events, to 

explore the full range of plausible if not necessary probable development options, not least as 

probabilities cannot be quantified anyway (Spangenberg et al., 2012). Such shocks are hard 

to model and best represented in the scenario narratives the models should be embedded in 

(Alcamo, 2001). 

 

This is a high level of caution, reflecting the uncertainties inherent in complex systems, and all 

the more remarkable as the climate system, despite its size, must be classified as of medium 

complexity (Allen, 2001; Spangenberg, 2015): after all, the individual parameters and objects 

(molecules) follow the laws of nature, and only their interplay creates the complexity. 

Compare this to the models and scenarios developed by biologists and ecologists, where an 

additional element has to be factored in: unlike molecules, organisms can adapt to a changing 

environment, in an often unpredictable way. This makes the system even more complex, and 

modelling it more difficult. It was the recognition of uncertainty and system dynamics by of 

Holling and May during the 1960s and 1970, which contributed to a stepwise paradigm shift in 

ecosystem science, away from the stable equilibrium paradigm which had persisted in the 

earlier decades. That time huge ecosystem models were built and some predictability 

expected, based on an ontology which perceived the real world as a “stable and infinitely 

resilient environment where resource flows could be controlled and nature would self-repair 

into equilibrium” (Folke, 2006, p. 253). The observations and the emphasis on non-linear 

dynamics, uncertainty, surprise, thresholds and regime shifts starting with Holling (e.g., 

Holling, 1973) and May (e.g., May, 1976) are today mainstream in the science of ecosystems 

(Folke, 2006). Consequently, biodiversity scientists are reluctant to make strong statements 

or predictions and prefer to talk about climate envelopes and how their effects are modified 

by, amongst others, landscape composition, microclimate, soil conditions and trophic 

interactions (Dominik et al. 2018), and in particular land use change (Chytrý et al., 2012). 

Only recently, with evidence for a global decline of insect population manifesting itself 

(Sánchez-Bayo and Wyckhuys, 2019) and the risks for human food supply resulting from of 

biodiversity loss now evident (Bélanger and Pilling, 2019), they have become more robust in 

their statements (IPBES, forthcoming; EEA, forthcoming). 

 

Against this background the question arises what economists can learn from natural sciences 

regarding the models they use? A society and its economy are systems populated by 

elements (consumers, firms, etc.) which are neither passively pushed by the laws of nature, 

nor only reactively adapting to them. Instead they are actively choosing between options 

including the (often misguided) anticipation of future events. As a result, socio-economic 
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systems represent the highest level of complexity (Allen, 2001; Bossel, 2000). How do 

economists deal with this complexity of the dynamically evolving, highly non-linear, self-

organising system that constitutes our economy? How do they deal with the interaction of the 

systems, with how and to what degree the economy is changing the ecosystem, and the 

question to what degree the “age of environmental breakdown” (Laybourn-Langton et al., 

2019) is changing the economy, its logic, its functions, structures and prospects? From Adam 

Smith’s “invisible hand” argument to modern general equilibrium theory in the vein of Arrow-

Debreu, most of the history of economic thought can be regarded as an attempt to make 

sense of a complex, non-linear system – the economy. The reminder of this paper is 

dedicated to show that current mainstream economic thinking is not adequate to deal with this 

complexity. Section 2 starts with the particularly striking case of economic modelling in the 

context of Integrated Assessment Models, questioning their capability to accommodate the 

uncertainty so typical for complex system development. One underlying reason for this 

weakness is the insufficient reflection on whether to conduct descriptive or normative science, 

as section 3 shows. That these shortcomings are policy relevant is illustrated in section 4, 

dealing with the IPCC 1.5°C Report. Section 5 takes a look at the reasons behind, identifying 

the unreflected approaches to both discounting and economic growth as weak points which 

must be addressed in any attempt to future-proof economics. Section 6 concludes with an 

outlook. 

 

 

2. Precisely incorrect – modelling fiction, not science fiction 

 

Economists combine the science-based climate scenarios (the biodiversity scenarios are 

rarely taken into account and the issue is dealt with in a more narrative way) with 

deterministic computable global equilibrium (CGE) models. One reason for doing so is that 

climate scenarios are most often presenting potential developments up to the midst and the 

turn of the century, i.e. for the next 30 and 80 years (e.g., IPCC, 2014a; 2018), and 

deterministic models are the only ones capable of making statements over such a long time 

period. But are these statements meaningful?  

 

Expect the future as it was 

 

Evolutionary, i.e. non-deterministic econometric models offer rather reproducible results for 15 

to 20 years, and as a maximum for 30 years – after that, the results of model runs using the 

same starting parameters diverge too much for any robust statement to be made 

(Umweltbundesamt, 2018a; 2018b). The runs of CGE models, due to their deterministic 

character, are replicable over longer time spans – not all parameters are fully endogenised, 

and the fundamental structure of the economy they base their calculations on remains 

unchanged. However, what is the value of forecasts derived from such assumptions? Just 

imagine the world 80 years ago: World War II had not yet started, fascism reigned not only in 

Germany but all over Europe, there was an aggressive Japanese empire, Stalin’s iron fist in 

the Soviet Union, the Baltic countries did not exist, Germany was bullying its neighbours, with 

France and Britain trying to appease it. The world outside America, Europe, China and Japan 

was mostly colonised. The Great Acceleration of the 1950s/1960s was still far off, the gold 

standard intact and institutions like the United Nations, the World Bank, IMF, GATT/WTO and 

international courts did not yet exist. If the world’s most sophisticated economists had made a 

scenario for the next 80 years, up to 2019, it is hardly conceivable that their imagined future 

would have had any similarities with our present times. The same applies today: economic 

scenarios for 50, 80 or even more years are pure fiction, not even science fiction. In other 
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words, neoclassical models with their three defining elements of methodological individualism, 

instrumentalism / utility maximisation intention and market equilibrium are inherently 

deterministic and thus incapable to appropriately reflect the unpredictable dynamics of 

disequilibrium processes (Arnsperger and Varoufakis, 2006). As deterministic models are 

representing a zero level of complexity (Allen, 2001), they are bound to fail in the real world 

(Spangenberg, 2015). 

 

The inherent determinism has further implications: equilibrium models cannot predict tipping 

points (one reason for their failure in the financial crisis), and they are not capable to deal with 

uncertainty. Tipping points are non-linearities where small parameter changes can have large 

impacts on system structure and behaviour, affecting the physical and biological structures as 

well as kind and cost of the climate policy responses required (Cai et al., 2015). The regime 

shifts resulting from crossing critical tipping points cannot be modelled by structurally inert 

models (their differential equations have discontinuities there). Nor can triggering 

mechanisms be represented as they can be located on different scales of the system and 

spread to other levels (Rocha et al., 2018), a mechanism not foreseen in CGE models.  

 

Uncertainty and ignorance 

 

The real-world policy relevance of economic modelling is also undermined by the fact that 

strategic decisions are often confronted with risk, uncertainty and ignorance (Mayumi and 

Giampietro, 2001; van der Sluijs, 2012). In non-deterministic systems  

 

 risk means knowing the potential impacts of a decision, and the probability that they 

occur, 

 uncertainty means knowing the potential impacts, but having no idea about the 

probability they might occur, and 

 ignorance means having no idea of either the potential impacts nor their probability. 

 
These distinctions are important as the policy suggestions derived from the models are to be 

applied in a world characterised by the lack of full knowledge and a high level of uncertainty 

(Prigogine 1997), and the different levels of knowledge deficits call for different kinds of 

responses, as summarised in table 1. 

 
Table 1 Knowledge and decision making 
 
Situation Kind of system State of knowledge Futures Action required 

Certainty Deterministic “known” future system 

behaviour, probability =1 

Prediction Adaptation, preparation 

for the events to come 

Risk Dynamic “known” impacts, “known” 

probabilities 

Stochastic 

prediction 

Preparing for adaptation, 

prevention to reduce 

known pressures, 

directly or by modifying 

their driving forces 

Uncertainty Self-organising 

and evolving 

systems 

“known” impacts with 

“unknown” probabilities 

Scenarios, 

vulnerability 

analysis 

Precautionary 

prevention to reduce 

potential pressures 

Ignorance Self-organising, 

evolving and, 

undetermined 

systems 

“unknown” impacts, 

“unknown” probabilities, 

e.g. surprises, shocks or 

“wild cards” 

Scenario 

story lines, 

fiction 

Precaution, action taken 

to anticipate, identify 

and reduce the impact of 

“surprises” 

Source: EEA (2004), extended and modified 
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That their deterministic models cannot deal with real-world uncertainty, and that this hampers 

the relevance of their models, is not unknown to standard economists (e.g. Lange and Treich, 

2008) – as a response, some have developed various classes of “fuzzy system models” 

(Lontzek et al., 2012), amongst them the dynamically stochastic general equilibrium models 

DSGEs (Syll, 2010). According to Yager and Filev (1994, p. xiii), the concept of fuzziness can 

directly attributed to L.A. Zadeh who intended to provide a tool to help in the modelling of 

complex phenomena, especially, but not restricted to those involving human agents. They 

claim that “By permitting a certain amount of imprecision in our models, we provide a 

robustness that allows us to model complex situations, which we might not otherwise be able 

to model and also provide a means for including the inherent vagueness of the human 

process of conceptualizing the external world”, but that depends on how the “imprecision” is 

realised in what they call mathematical models. Usually cardinal parameters are replaced by 

probability distributions, forming a stochastic “cloud” around the initial parameter value. 

However, such “imprecisions” are not providing the “robustness that allows us to model 

complex situations” as Yager and Filev had hoped insofar as if they are stochastic probability 

distributions, they represent quantifiable risks (the everyday business of insurance 

companies), but not uncertainty, let alone ignorance. The results are predictable, and their 

probability is known – the models, including the DSGEs, are still deterministic, and due to the 

equilibrium assumptions ruling out system structure development, processes and 

developments are even assumed to be reversible. 

 

Digging deeper 

 

To understand why mainstream economics today is grappling to deal with complex systems 

and structural uncertainty, a brief look at the history of economic thought is helpful. In the 

more distant past, at least some economic scholars have incorporated structural uncertainty 

into their theories. Whereas in the writings of economists such as Mill, Keynes and even 

Hayek structural uncertainty played a certain role in explaining macro-structures of the 

economy, today the rational actor model has led to a reductionist containment of complexity 

as well as structural uncertainty. In the aftermath of the marginalist revolution and with its 

roots in Benthamian utilitarianism, the economic mainstream began to shift its attention away 

from understanding the causes of wealth, the functioning of markets and the macro-structure 

of the economy in order to focus on individual behaviour and choice as core units of analysis 

(Herfeld, 2013). Macroeconomic theorising is required to provide a microeconomic 

justification – exactly the opposite order of what it should be, taking into account the emerging 

properties on higher system levels.  

 

However, the real birth of economics as a science of choice happened right after WWII with a 

more axiomatic formulation of rationality (Herfeld, 2013). This concept, which was initially put 

forward by von Neumann and Morgenstern, would set the standard for the treatment of the 

notion of uncertainty in post-WWII mainstream economics (Muthoo, 1999). They proposed 

conditions under which the maximisation of expected utility holds, which can be arrived at in 

case of given objective probabilities attached to the utilities that might be realised in a choice 

situation. Thus, it is a theory of risk and does not apply to situations where probabilities are 

not known (Gilboa, 2009). It was Savage (1954), who would suggested an approach how to 

realise expected utility maximisation in situations of structural uncertainty where no objective 

probabilities are known. Building on the concept of subjective probabilities and combining it 

with the idea of expected utility proposed by von Neumann and Morgenstern, Savage’s 

theorem claims that decisions under uncertainty can in fact be converted into decisions under 

risk. According to Savage, the only difference is that it is not objective probabilities but merely 
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subjective probabilities and thus beliefs of the decision maker herself, which are incorporated 

into the model. However, he warned that his theory of subjective probabilities “should only be 

applied in small worlds in which it is possible to ‘look before you leap’” (Millner et al., 2013,  

p. 22). Nonetheless economists considered it possible to transform choices under structural 

uncertainty into choices under risk using Savage’s theorem and applying it far beyond its 

domain of applicability. This way the expected utility framework combined with the 

assumption of rational agents and market equilibria led to complicated but not complex, rather 

neat and tidy economic models spanning over longer periods of time – precisely those 

deterministic CGE/DSGE models which are today combined with science-based climate 

scenarios. In a nutshell, currently economists apply their highly sophisticated tools to areas 

where they cannot provide meaningful results: the domain of legitimate applicability might be 

short term assessments, for time spans short enough to make the assumption plausible that 

major system changes have not occurred during the time period covered by an analysis. A 

future-proof economic theory will address these shortcomings the same way other sciences 

have done so, even it requires giving up highly valued tools and methods. 

 

In the meantime, there is another problem associated with the reductionist approach of 

modern economics towards complex systems and to deriving recommendations regarding 

their management. 

 

 

3. A fine line – descriptive or normative science? 

 

Next to the inability to describe long-term developments and to take into account the 

structural uncertainty of complex systems, there is a more fundamental problem regarding 

current economic modelling manifesting itself in IAM/DSGE models. It consists of the fact that 

economic models are presented as being purely descriptive, while they actually carry quite 

some normative baggage. This becomes particularly relevant as the function of economics in 

society changed from depicting and explaining the reality of the economic system to serving 

as a tool to facilitate political decision making processes. 

 

Through the rise of the rational choice paradigm and economics’ development into a science 

of choice, it has become vague whether its approach to decisions is more of a descriptive or 

of a normative character. Usually, in neoclassical economics, expected utility theory is 

claimed to be used as a purely descriptive theory. Yet this claim is false as the idea of rational 

choice in conjunction with utilitarian assumptions is inherently tied to a specific concept of 

welfare and its normative assumptions (Muthoo, 1999). These circumstances have made it 

almost impossible for economists to draw a precise line between a descriptive and a 

normative approach, although few are aware of this challenge. This is dangerous as it 

disguises the outcomes of economic models as purely rational, whereas in fact they contain a 

plethora of underlying normative assumptions representing a specific world view 

(Spangenberg, 2016). 

 

This has some very real and direct consequences when it comes to climate scenarios and the 

corresponding IAM/DSGE models: they are built in order to find solutions on how to achieve 

certain emission reduction targets (Kuhnhenn, 2018). The underlying economic models are 

optimisation models, which – under given boundary conditions – try to maximise the social 

utility function, most often represented by the GDP. Thus, in IAM/DSGE models, what is 

presented as the “optimal” outcome is more wealth in a national economy, in monetary terms 

(distribution plays no role). In such models, any measures leading to a reduction of GDP 
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growth would not be regarded as an “optimum” as they would be regarded as “expensive” in 

and by the model. The consequence is that measures, which might lead to less production 

and consumption either cannot be depicted or are not used (Kuhnhenn, 2018). This is striking 

as changes of the consumption patterns and levels are a necessary condition for reaching the 

climate goals, as described above. In summary, it is our very standards of evaluation, which 

lead to deeply ideologically biased policy recommendations being presented as “objective” 

scientific insights, which has made economics the favourite legitimation science of neoliberal 

decision makers in politics and business. 

 

 

4. The 1.5°C calamity 

 

Until 2015 the most frequently cited and politically endorsed goal of climate policy was limiting 

global warming to 2°C. At the Paris Climate Conference, however, Small Island States and 

civil society lobbying brought about an unexpected change: the UNFCCC Conference of 

Parties agreed that the goal should be tightened to a warming level significantly below 2°C 

and at best not surpassing 1.5°C. Climate science was taken by surprise, but by taking a 

closer look at the discrepancy of impacts between 1.5° and 2°C came to conclusions strongly 

supportive to the 1.5°C maximum. Hansen et al. (2016) showed that evidence from 

paleoclimate data, climate modelling, and observations supported the assumption that 2 °C 

global warming could be dangerous for ice melt, sea level rise and superstorms. Two years 

later the IPCC confirmed the warning and pointed to a rapidly worsening situation when the 

temperature increase surpasses 1.5°C and reaches 2°C (IPCC, 2018). Climate science called 

for “rapid, far-reaching and unprecedented changes in all aspects of society” and highlighted 

the need for stringent policy reaction to avoid the potentially catastrophic effects which can 

occur when the 1.5°C threshold is surpassed, in particular as a result of the highly non-linear 

character of the climate system. 

 

New targets require new policy strategies, and new economic assessments. The IPCC (2018) 

presents four scenarios, three the “usual suspects” (variants of the SRES scenarios used by 

the IPCC since 2002) and one explicitly ambitious sustainability scenario, including all kinds 

of technologies and policy interventions to reduce greenhouse gas emissions. The potential of 

these technologies is assessed by analysing the technical and biophysical limits and the cost 

of each measure (Smith et al., 2016). So do the scenarios foresee a stop the increase of 

greenhouse gas concentrations in the Earth’s atmosphere sufficiently and in due time? 

Unfortunately not – all four socio-economic scenarios and storylines linking the physical 

scenarios to the socio-economic domain expect an overshoot of greenhouse gases and thus 

temperatures. These are intended to be temporary (the scenarios vary in the level and 

duration of overshoot).   

 

However, in dynamically evolving, self-organising systems such as the environment and the 

society and its economy, systems changes emerging during the overshoot period are 

irreversible and initiate path dependent developments: you never cross the same river twice, 

and you never visit the same town twice. Thus it is obvious that an overshoot – temporary or 

permanent – is not acceptable once the lessons from complex systems theory are taken into 

account. Compensation later, in the second half of this century, by “negative emissions”,
143

 

i.e. technologies extracting more CO2 from the atmosphere than is still being emitted in the 

                                                      
143

 The charm of this definition is that one only has to “think big” regarding the technologies to avoid a 
comprehensive phase out of fossil fuels. 
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same time period offers no guaranty that it will not trigger changes beyond those accepted by 

setting the threshold.  

 

Physics doesn’t negotiate, so the task of economic and policy scenarios is to find ways how 

the limits identified can be kept, and this is where the IPCC report fails: in the suggestions 

how to do its own bidding. The technologies suggested in the scenarios to make good for a 

more or less large overshoot (without being able to quantify what this implies for avoiding 

tipping points) by providing “negative emissions” in the second half of the century include 

readily available and so far more experimental approaches; upscaling would be needed in 

most cases: 

 

 One short-term available option is large-scale pyrolysis of organic matter, using the 

resulting carbon as soil stabiliser (known from the Amazon basin as “Terra Preta”). While it 

could indeed sequester significant amounts of carbon and reduce soil nitrous oxide emissions 

(Cayuela et al., 2014), there is a high probability that with it, aromatic and in particular 

polycyclic aromatic compounds (potentially toxic, carcinogenic and mutagenic) plus heavy 

metals would be inserted into the soil and accumulate there.  

 

 The preferred longer-term option is Bio-Energy with Carbon Capture and Storage 

(BECCS), large-scale biomass cultivation as energy source, with subsequent carbon capture 

and underground storage. It is a combination of existing but separate technologies requiring 

integration, upscaling and commercialisation before effects can be expected. Both elements 

of that “rescue concept” have been criticised – a sustainable biomass base has limitations 

regarding energy provision (in particular in competition for land against food production), and 

large scale plantations would be damaging biodiversity (EEA, 2006; Spangenberg et al., 

2014; Smith et al., 2016)., CCS has been questioned regarding its safety (storing carbon 

dioxide for centuries and longer), and the enormous energy consumption it entails (Stephens, 

2013). Even the criticism articulated from an ecological and nature protection point of view in 

the last IPCC report has been ignored or at least side-lined (IPCC, 2014a), as has been the 

critical assessment by the Global Assessment of the Intergovernmental Platform on 

Biodiversity and Ecosystem Services, the biodiversity pendant of the climate-focussed IPCC 

(IPBES, forthcoming). Furthermore, the European Academies’ Science Advisory Council 

recently concluded that “bioenergy with carbon capture and storage (BECCS) remains 

associated with substantial risks and uncertainties, both over its environmental impact and 

ability to achieve net removal of CO2 from the atmosphere.” (EASAC, 2019) Nevertheless, 

according to IPCC economists, “there is no alternative”. 

 

Essentially, the strategy recommended by the IPCC is one of shifting problems into the future, 

following the old and discredited motto “grow now, clean up later”. The belief in technological 

solutions is a narrow and inadequate approach to changing the environmental performance of 

the economy, but – unfortunately – not unusual amongst standard economists. In essence it 

implies kicking the can down the road (or even in the long grass), by shifting the risk of failure 

to future generations. Believing in the possibility to revert the impacts of threshold 

transgressions by compensation measures later on is a clear indication that the authors have 

not understood the very character and the dynamics of complex evolving systems – or at 

least they base their suggestions on models which are unable to adequately deal with the 

complexity of the systems they are supposed to represent. 

 

The technology fix corresponds with the supply-side policy focus dominating current 

economic theory and policy, leading to the neglect of demand side management. Demand 
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editing and nudging are even denounced as paternalising, and rejected – but they are no 

more paternalising than the ban on toxics to be sold in the supermarket. Recent studies have 

shown that adding consumption sufficiency to production efficiency makes it significantly 

easier to reach the Paris targets (Mundaca et al., 2019; Wachsmuth and Duscha, 2019) and 

overcome rebound effects: sufficiency is necessary to make efficiency effective. 

 

In a nutshell: the world views and established habits of standard economics misguide the 

policy recommendations derived, increase the risks through accepting a (temporary) 

overshoot, ignore irreversible changes happening in the meantime and rely on technology 

fixes to provide for “negative emissions” which are either proven to be environmental 

disasters (large-scale pyrolysis) or untested, coming too late and if coming, a threat to the 

web of life (BECCS). They rest on an overly optimistic belief in technology and ignore policy 

options not in line with their supply-side focussed economic ideology.  

 

 

5. Money makes the world go down? 

 

Economics in itself has been evolving since its inception, and the understanding of central 

terms like “value” has consistently changed over time (Baldissone, 2008). In this section we 

address two key traits of current economic thinking, the way the future is valued and the role 

of economic growth. 

 

The discounting procedure 

 

Whether from an economic point of view policy measures should be taken now or later 

depends on how the costs are calculated – this is supposed to be the core competence 

domain of economists. Some problems like how to calculate the value of a human life are 

unsolvable questions where insurance mathematics, human rights and value theories collide, 

but others could be solved if only economic orthodoxy would give way to more empirically 

based procedures. Much of the economic dispute is about the appropriate discount rate, 

about the implicit choice of the value allocated to the future. Besides the belief in problem-

solving technologies and the reliance on ever-lasting economic growth (higher affluence in the 

future would diminish the relative importance of cost shifted to future generations), the key 

argument is that future consumption should be discounted simply because it takes place in 

the future and people generally prefer the present to the future (inherent discounting). 

 

This is problematic in many ways. In particular, discounting the value of future consumption, 

gains and liabilities makes a very strong normative statement concerning the value of future 

generations and the freedom of choice left to them. A high discount rate decreases the 

estimated benefit of actions taken today designed to reduce greenhouse gas emissions 

(Moxnes, 2014), and makes it appear plausible to “kick the can down the road”. For instance, 

Nicholas Stern chose a low average discount rate (he applied a stochastic approach whereby 

the discount rate varied with the expected outcomes) for his famous Stern Review and was 

criticised for this by William Nordhaus (who 2018 received the Bank of Sweden price 

commemorating Alfred Nobel for his work on the economics of global warming). Nordhaus 

criticised the Review for its use of a low discount rate and argued for taking today’s 

marketplace real interest rates
144

 (Stern, 2006; Nordhaus, 2007). On the opposite side, 

                                                      
144

 Times are changing: with market interest rate close to zero since a decade, Nordhaus’ line of 
argumentation would now imply much more drastic measures to be taken than in Stern’s initial 
approach. 
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ecological economists like Clive Spash criticised the study for its use of cost benefit analysis 

including discounting the future and Ted Trainer for the narrowness of its economic 

perspective (Spash, 2007; Trainer, 2008). The market interest rate approach by Nordhaus 

also suffers from the fact that while indeed humans often prefer the present to the future, not 

all do that, all do it differently and not all objects are treated the same. For instance, Gowdy et 

al. (2013) find that in many cases discounting makes no sense at all; in these cases policies 

could instead be ranked by inspecting policy consequences over time (Moxnes, 2014). Even 

where discounting is applicable, hyperbolic discounting is better reflecting human preferences 

than exponential discounting (Gowdy et al., 2013); it can be introduced into classical welfare 

functions as Gollier (2011) has shown. However, guided by their methodological assumptions, 

neoclassical economists rarely ask if the concept of exponential discounting is appropriate at 

all, if discounting as such makes sense, but if anything, they discuss the discount rate, i.e. the 

exponent in function defined as exponential curve. 

 

So do the IPCC economists, and by assuming a discount rate of 4% they follow the Nordhaus 

pledge for higher discount rates, and thus a lower profitability of climate mitigation policies. 

Hyperbolic accounting, which would lower the profitability threshold for climate policy 

measures is not discussed at all, nor are far-reaching demand side policies for energy 

reduction (the sustainability scenario at least touches upon the issue in passing). 

 

The growth obsession 

 

Assuming higher affluence in the future is one of the justifications for discounting; it appears 

to be an assumption which cannot be questioned, a holy grail of standard economics. 

Together with the neglect of demand side policies this may be the reason why all four IPCC 

scenarios assume continuous economic growth, and transgress the 1.5°C threshold – which 

makes them dependent on the use of “negative emission” technologies. The scenarios 

assume economic growth rates between 0.6% and 1.7% for the affluent countries, and 1.1% 

to 2.8% for the global economy (Kuhnhenn, 2018). The assumption is that growth is 

exponential, implying an accelerating growth in absolute terms – in contradiction to empirical 

analyses which found that the vast majority of mature economies follows a linear, rather than 

an exponential growth path (Lange et al., 2018).  

 

The IPCC offers no scenario exploring the effects of discontinuing economic growth, at least 

in the affluent countries, any time between now and 2100. Considering options like a policy of 

degrowth was rejected by IPCC economists as the results of such assumptions would be 

economically implausible. Thus assumptions of 80 years of growth and the risk of hothouse 

climate conditions are considered a realistic option, while the deep structural change 

necessary to limit climate damage isn’t – at least not if it ends permanent economic growth. 

 

However, since the 1972 publication of the “Limits to Growth” report to the Club of Rome it is 

well known that economic growth and resource consumption are closely linked, and that 

efficiency gains minus rebound effects can ease the burden, they do not eliminate the links 

(Meadows et al., 1972). Long-term decoupling of the overall physical throughput of an 

economy from its monetary growth has not been achieved anywhere, and given the limits of 

possible efficiency increases resulting from physics, technology and cost it is also implausible. 

Most economists agree these days that growth cannot be eternal, that there will be limitations, 

but consider them to be far away. They tend to ignore the rising trend of the Energy Return 

On (Energy) Investment EROI, i.e. the fact that the low hanging fruits in terms of energy 

sources and deposits of minerals and ores have been exploited, and that new resources tend 
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to require more input for the same output, reducing the net production (Sers and Victor, 

2018). This and other factors contributing to a secular stagnation of economic growth 

(Schmelzer, 2015) have been the arguments which led even some business-affiliated 

research institutes in Germany to support a “precaution-oriented post-growth position” (IÖW 

et al., 2018).  

 

Sustainable development in the affluent countries, starting with a phase of degrowth (Victor, 

2012; Eversberg and Schmelzer, 2018) and turning into a steady-state economy once the 

necessary reductions of resource consumption have been achieved (Daly, 1973) could 

contribute significantly to avoid a climate overshoot.  Thus it is high time that the economic 

profession leaves the world of sterile models behind, which are incapable of capturing the 

dynamics of living and social systems, and takes a scientific turn towards fact-based 

argumentation and the search for evidence. The CGE/DSGE models are castles in the 

clouds, and the conclusions drawn from them are dangerous for humankind and the global 

environment.  

 

 

6. Outlook 

 

The discipline of economics has played and continues to play a major role in leading 

humankind towards the ultimate calamity. It is driven by world views and their ontologies, 

which are more based on Newton’s mechanics than rooted in modern science’s 

understanding of systems complexity (Spangenberg, 2016). To make good for its past 

harmful role, and to provide guidance for economic and other policies for a sustainable 21
st
 

century, economics must change. Change would have to be deep and broad; for instance, 

economics would have to change its ontology (the economy is a subsystem of society which 

in turn is embedded in the environmental systems), its epistemology (not least to 

accommodate ignorance and uncertainty), its anthropology (accepting human beings in their 

ambivalence instead working with the homo oeconomicus abstraction and its derivates) and 

its axiology (accepting diverse value systems to replace “economic rationality”).  

 

Part of adapting its ontology to modern scientific standards would be to overcome the 

mechanistic world view and replace it by one based on a physical economy of matter and 

energy flows, and abolish equilibrium thinking and modelling to replace it by evolutionary 

approaches (Spangenberg, 2018). This would help avoiding what Herman Daly (2000) has 

called “dumb mistakes”, like for instance considering the collapse of agriculture (Bélanger and 

Pilling, 2019) as a minor problem, as agriculture only makes up for 2 to 4% of the GDP in 

affluent countries, without asking about what people will eat in that case. It would also offer 

the opportunity to better understand the physical processes of the environment impacting on 

the economy, for instance the role of tipping points and their relevance for cost-impact 

analyses of climate policies (Cai et al., 2015). In short, economics has to be reinvented if it is 

to become a force for leading us away from catastrophe – rather than toward it. Taking the 

science of complexity on board would be a first step in this direction. 

 

Is this an illusory demand? Being a neoclassical economist has been the career and income 

base for scholars, consultants, administrators and politicians – they would hardly declare 

“mea culpa, mea maxima culpa” and leave their positions (they could hardly stay after their 

lack of real-world qualifications has been revealed). But this should happen as soon as 

possible, as even with environmental and climate evidence mounting, adaptation and 

precaution remain limited and restricted by the existing system logics and institutionally based 
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motivational and incentive structures, rather than by externally defined “rational” motivations 

(Andersson and Keskitalo, 2018). Several schools of heterodox thought have developed the 

means for economic research and advice generation, like stock-flow consistent input–output 

models (Berg et al., 2015), system dynamics models like WORLD6, simulating potential future 

supply and supply deficiencies of a number of natural resources (Umweltbundesamt, 2018a), 

evolutionary models like the fully endogenised GINFORS (Umweltbundesamt, 2018b; 

Spangenberg et al., 2012) or cybernetic models based on orientation strategy simulating 

sustainable system behaviour in changing environments (Bossel, 2000). 

 

So while there is an abundance of ideas and tools, it is still plausible to expect a continued 

dominance of neoclassical power holders, and an Economics 6.0 (if you count Physiocrats, 

classics, marginalists, Keynesians and neoclassicals as earlier incarnations of economics) will 

only become hegemonial once the representatives of the existing hegemony have 

disappeared, or standard economics has fallen into so complete disregard by decision 

makers that standard economists give up and leave the sinking ship. So far however, such a 

turn of the tide is not in sight as even without good prognoses, scenarios and policy 

recommendations for sustainability, standard economics has an important function in 

legitimising neoliberal policies. 
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